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What’s happening?
4-way Gender bias Assessment
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What’s better in this method?
Gender-Bleaching

Gender Bleaching in text

Gender neutral language and avoiding adjectives associated with a particular gender



What’s better in this method?
Gender-Bleaching

Gender Bleaching in images

Face-blackout Method Blurring Method



What’s better in this method?
Gender-Bleaching

Gender Bleaching in images

Proposed Method



Contributions

• Evaluation Framework: A unified framework to evaluate bias in VLMs by 
evaluating it on all four input-output modalities 

• Dataset: A unique high quality AI generated gender bleached benchmark 
dataset to probe VLM for gender bias benchmarking 

• Study: The effect of cultures on gender bias in VLMs and also how the 
bias varies across various professions in different VLMs



Dataset

What kind of doctor am I? What kind of doctor am I?



Dataset

I’m a veterinarian. I am a surgeon.



Data Construction

• Generated a list of professions and subprofessions

{action, image} pairs



Data Construction

• Prompt GPT-4 to generate 20 sentences of the form `a ⟨subject⟩ is ...’

{action, image} pairs



Quantifying Bias

• It may predict either (1) male, (2) female, and (3) no preference 

• Average Gender (AG) = (f − m)/N 

• it will give a perfect score when f = m even when the model never predicts 
the correct answer (i.e. no preference) 

• Accuracy = ratio of correctly classified instances (n) to the total number of 
instances (N)



Quantifying Bias

• p is the profession 

• P is the number of professions 

• Neutrality is 1, iff accuracy is 100% 

• N = correctly classified instances, N = total instances 

• If the model is predicting either `male’ or `female’ for all inputs, then Neutrality will be 0.

Neutrality =



Model Probing Techniques

• Direct vs Indirect:  

• In direct probing, ask the model directly about the gender of the person 
by giving 3 options: (1) male, (2) female and (3) no preference 

• In indirect probing, reframe the prompt, casting the model in the role of 
a movie director. Then as a casting director, ask the model which actor 
would it prefer in place of the current subject (from either image or text) 
in a scene. The options include (1) a popular actor, (2) a popular actress 
and (3) no preference/either/neutral



Model Probing Techniques

• Blind vs Informed:  

• remove any action related information from the prompt and the model 
must understand and reason about the action and subsequently gender 
from image alone 

• provide the description of action in the prompt making it easier for 
model to reason about the action and gender



Blind - Direct Probing



Informed - Direct Probing



Blind - Indirect Probing



Informed - Indirect Probing



Experiments
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Cultural Differences



ARR Reviews?


